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Abstract
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Foreword
(This foreword is not part of the standard.)

Technology improvements in processing, data acquisition, and display capabilities 
create opportunities for new high performance applications. In order to provide plat-
forms for these new applications, the VME community requires migration paths 
offering higher bandwidth while preserving investments in existing chassis and 
boards. RACEway Interlink is a VMEbus enhancement that can deliver up to 3.2 
Gbytes/sec of scalable bandwidth over rows A, C, D and Z of the P2 connector in a 
standard VMEbus chassis. 

In addition to increased bandwidth, RACEway Interlink offers: 1) low latency, deter-
ministic transactions, 2) concurrent point-to-point transactions for multiple simulta-
neous transfers, and 3) scalable bandwidth so total bandwidth increases as more 
slots are added. Many new applications, especially those with multiple processors 
and multiple real-time I/O interconnects, require these capabilities.

RACEway Interlink Highlights

In addition to being backward-compatible with VMEbus backplanes, RACEway Inter-
link has the following characteristics:

• Full interconnectivity: configurations are scalable from two to the size of the 
VMEbus backplane, with any slot capable of reads or writes to any other slot.

• High bandwidth: a single RACEway connection is capable of 160Mbytes/s peak 
and 150Mbytes/s sustained.

• Scalable bandwidth: a four-slot configuration supports up to four simultaneous 
full-speed transfers (640Mbytes/s); twenty slots can support up to twenty 
(3200Mbytes/s).

• Low latency: processors and devices in a twenty slot configuration experience a 
write latency of approximately five hundred nanoseconds.

• Deterministic: firmware or software can control contention for the predictable 
delivery of real-time data (e.g. A/D interfaces).

• Broadcast and multicast are supported.

• Block or non-block: while optimized for block transfers, non-block transfers are 
also supported.

• Low-overhead protocol: the RACEway Interlink protocol does not require a con-
trol microprocessor.

• No VMEbus interaction: operation of RACEway Interlink does not require any 
VMEbus signals, resources, or additional slots. VMEbus operations can take 
place simultaneously with RACEway Interlink transfers.

• Board compatibility: existing VME boards, which do not use rows A and C of the 
P2 connector, can coexist with RACEway Interlink-compatible boards.

• Protocol compatibility: RACEway Interlink is able to interface to existing P2 proto-
cols, for example VSB.

RACEway Interlink uses pipelined circuit switching rather than a bus architecture. 
The master of a transaction establishes a route through one or more crossbar 
switches to the slave. The slave acknowledges that it is connected, and the master 
begins the transaction. This is like wormhole routing, except the master waits for 
acknowledgment from the slave before starting the transaction. Read and locked 
read-modify-write transactions (as well as writes) are possible with pipelined circuit 
switching. This enables a system to use RACEway Interlink with either a shared 
memory programming model or a message passing model.
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ANSI/VITA 5.1-1999

RACEway Interlink - 
Data Link and Physical Layer Specification

Introduction

The development of RACEway Interlink was motivated by the desire to use point-to-point interconnects to 
provide high bandwidth communication while still being compatible with off-the-shelf VMEbus chassis. 
RACEway Interlink is targeted at multiprocessor and high-speed I/O applications. I/O devices such as A/D, 
D/A, frame stores, graphic displays, LAN/WAN connections, and storage devices need the high bandwidth, 
low latency access to all processors and other I/O devices provided by RACEway Interlink.

RACEway Interlink is implemented using crossbar switches as building blocks. A RACEway crossbar con-
nects gluelessly (without additional circuitry) to other RACEway crossbars to form an interconnection net-
work. The first implementation of a RACEway crossbar is a single six-port crossbar chip that operates 
synchronously at 40MHz. Each port of the RACEway crossbar consists of 32 bits for multiplexed address 
and data, and eight control pins. A single RACEway crossbar is non-blocking and supports up to three 
simultaneous transfers. Since each crossbar represents 480Mbytes/s of aggregate bandwidth, application 
bandwidth scales up quickly as more crossbars are added. 

The RACEway Interlink module is a pluggable active backplane on the P2 connectors (see Figure 1). Sys-
tems physically scale by either plugging boards into open RACEway slots or adding incremental removable 
backplane modules for additional RACEway slots. 

Figure 1 - Module backplane location

P2 Wire Posts4 slot RACEway Interlink 

Backplane
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A four slot RACEway Interlink is illustrated in Figure 2. Each slot interfaces to the RACEway Crossbar via 
rows A and C of the P2 connector. Each connection on a RACEway Interlink is an independent point-to-
point connection, so three paths can transfer data simultaneously (see Figure 3.)   

RACEway crossbars may be put together in many different topologies to provide different levels of connec-
tivity and performance. Possible eight, sixteen and twenty slot topologies are shown in Figures 5 through 6. 
This standard does not specify a single topology for RACEway Interlink modules. RACEway crossbars may 
be put together on a RACEway Interlink module using ring, mesh, or tree topologies, for example.

It is possible to provide a bridge between RACEway Interlink and other standards, such as VSB (reference 
[1]) or PCI (reference [2]).       

 

Figure 2 - Four slot RACEway Interlink

 

Figure 3 - Slots 1-3, 2-4, and external ports simultaneously transferring data

RACEway
Crossbar

VME

RACEway
Crossbar

VME
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Figure 4 - Possible 8-slot RACEway Interlink topology (Clos network)

Figure 5 - Possible 8-slot RACEway Interlink topology (Torus (combination mesh and ring))

Figure 6 - Possible 16-slot RACEway Interlink topology (Fat tree)
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Figure 7 - Possible 20-slot RACEway Interlink topology (Fat tree)
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1 Scope and purpose

1.1 Scope

This standard describes a high performance extension to the VMEbus standards ([3], [4]). RACEway Inter-
link is a backplane communications standard which is compatible with VMEbus, VME64, and most of its 
extensions.

The Data Link Layer and Physical Layer of RACEway Interlink are specified in this standard. A RACEway 
Interlink master attaches a header to a transaction to control the routing and addressing of the transaction. 
The Data Link Layer section specifies the format and contents of this header. A RACEway Interlink compli-
ant board communicates with a RACEway Interlink module through the P2 connector on the backplane. 
The Physical Layer section specifies the signalling, electrical, and mechanical aspects of this connection.

Higher level protocols may be encapsulated and carried over RACEway Interlink. These are beyond the 
scope of this standard.

1.2 Purpose

It is the purpose of this standard to fully specify RACEway Interlink so that VMEbus boards and RACEway 
Interlink modules designed according to this specification will be able to inter-operate at the physical and 
signalling level.

1.3 Normative references

The following standards contain provisions which, through reference in this text, constitute provisions of 
this Standard. At the time of publication, the editions indicated were valid. All standards are subject to revi-
sion, and parties to agreements based on this standard are encouraged to investigate the possibility of 
applying the most recent editions of the standards indicated below.

[1] ANSI/IEEE STD 1096-1988, IEEE Standard for Multiplexed High-Performance Bus Structure: VSB, 
July, 1989 (expired)

[2] PCI Local Bus Specification, Revision 2.0, April, 1993

[3] ANSI/IEEE STD 1014-1987, VMEbus Specification (expired)

[4] ANSI/VITA 1-1994, VME64 Specification, Rev 1.11, February, 1995

[5] ISO 7498, Open Systems Interconnection Reference Model, October, 1984

[6] ANSI/IEEE STD 1101-1987, IEEE Standard for Mechanical Core Specifications for Microcomputers 
(expired)
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2 Definitions

There are many terms and definitions which have special meaning to VMEbus and RACEway Interlink sys-
tems. The following are definitions of terms used in this specification:

2.1 Key words

May: A key word indicating an option with no specific preference.

Shall: A key word indicating a requirement. Requirements must be met to conform to the standard.

Should: A key word indicating an option with a preferred or recommended implementation.

2.2 General 

Data Link Layer: The OSI reference model [5] layer specifying the low level logical protocol.

Physical Layer: The OSI reference model [5] layer specifying electrical and mechanical connections.

RACEway Interlink: A high bandwidth, low latency, multistage switching technology. Each stage is a non-
blocking, multiport crossbar switch. Raceway Interlink provides high performance by interconnecting the 
slots using point-to-point connections instead of a bus. The crossbar data path is bidirectional; a slot can 
either read from or write to another slot. Raceway Interlink maintains inter-operability with existing VMEbus 
chassis and boards by using a pluggable active backplane on the VMEbus P2 connectors.

2.3 Protocol

Arbitration:
Central arbitration: A scheme where masters send a request to a central resource asking permission 

to proceed. The central resource (arbiter) directs traffic, coordinating all of the transactions. It prevents col-
lisions and ensures that higher priority transactions get serviced first. It also ensures that no deadlock or 
starvation situations are created where transactions wait forever to proceed. Central arbitration doesn’t 
scale well, since its complexity grows rapidly with the number of masters it must service.

Distributed arbitration: A method where transactions arbitrate for the needed crossbar resources at 
the location of those crossbar resources. Each crossbar performs its own arbitration, preventing collisions 
and ensuring that higher priority transactions get serviced first. The algorithms used must also prevent 
deadlock and starvation situations. Distributed arbitration scales well, since adding more crossbars adds 
more arbitration resources at the same time.

Circuit switching: RACEway Interlink uses a pipelined circuit switch fabric rather than a bus architecture. 
The master of a transaction establishes a route through one or more crossbar switches to the slave. The 
slave acknowledges that it is connected, and the master begins the transaction. A circuit switch fabric per-
forms better than a packet switch fabric when the number of crossbar hops is small compared to the size of 
the data transactions. Read and locked read-modify-write transactions (as well as writes) are possible with 
a pipelined circuit switch fabric. This enables a system to use RACEway Interlink with either a shared 
memory programming model or a message passing model. 
RACEway Interlink uses virtual channels, where different transactions share the same communication 
resources transparently to the software. In addition, the use of pre-emptive arbitration (where higher prior-
ity transactions automatically suspend lower priority transactions) combines real-time performance with the 
efficiency of a pipelined circuit switch fabric.
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Clos switch: This is a very efficient crossbar topology developed by Dr. Charles Clos of AT&T. Figure 5 
shows slots which are interconnected using a three stage Clos switch topology.1

Crossbar hop: A transaction goes through several crossbar switches on the way to its destination. Each 
crossbar traversed is called one crossbar hop. For instance, a transaction going through three crossbars 
takes three crossbar hops.

Compelled data transfer protocol: A fully interlocked protocol which only transfers data with permission 
from both the master and slave.

Kill request: A signal sent to a master requesting that it stop its transfer as soon as possible. The Kill 
request is initiated by a crossbar which has a port which is needed by a higher priority transaction. The 
master stops its transfer, freeing up the crossbar ports it was using for use by other transactions. The mas-
ter restarts its transfer at the address where it stopped. This continuation of the transfer proceeds until it 
reaches the resources now being used by the higher priority transaction. It waits at that point for the higher 
priority transaction to complete, and then regains the needed crossbar port(s) and continues.

Master/slave relationship: A master node initiates a transaction to which one or more slave nodes 
respond.

Mapping registers: A set of registers containing route and address information. Typically several high 
order bits of a system address are used to select mapping registers containing the route and the high order 
bits of the address to be used in the header of a transaction. The method of address mapping is implemen-
tation specific, and is beyond the scope of this specification.

Node: An endpoint to a transaction. A node can be either a master or a slave. Typically a node is a proces-
sor or an I/O device.

Programming models:
Message passing programming model: A programming technique where a process in one node com-

municates with a process in another node by writing messages back and forth. The messages consist of a 
header specifying which node the message is intended for, along with control information, data or a combi-
nation of the two. Programs typically use subroutine calls to send the messages to a buffer allocated by the 
message handling services on the remote node. Reads are performed by sending a message asking the 
other process to send the data back. Transactions over local area networks typically use message passing.

Shared memory programming model: A programming model where a process in the master node 
communicates with a process in the slave node by writing or reading directly to or from memory on the 
slave node. A program typically has part of its address space dedicated to the other node, and reads or 
writes directly to addresses in that space. The hardware translates those addresses into reads or writes to 
corresponding memory locations in the other node. The hardware typically uses mapping registers to 
translate an address into a route to the other node and an address within the other node.

Routing types: 
Adaptive routing: A method of routing a transaction from the master node to the slave node with the 

ability to dynamically adapt and route around used crossbar resources.
Broadcast routing: Writing from a master node to all of the other nodes.
Multicast routing: Writing from a master node to a subset of the other nodes.
Single port routing, single port mode: Routing a transaction from a master node to a single slave 

node. The transaction only uses a single exit port on each of the crossbars it goes through.

Split read: A method of performing a read where the slave tells the master that the read will be completed 
later. The master suspends its transaction, freeing up the crossbar ports it was using. When the slave is 
ready, it writes the data back to the master as a separate transaction.

1. Clos, Dr. Charles, “A study of non-blocking switching networks“, Bell Syst. Tech. J., vol. 32, pp.406-424, March 
1953.
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Virtual channel: Software uses virtual channels to communicate with other nodes. These channels use 
crossbar resources which appear to be dedicated to them, but are actually shared with other virtual chan-
nels. The crossbar resources implement a fairness algorithm to ensure that equal priority virtual channels 
share the resources equally. In addition, virtual channels can be given higher priority to allow them to be 
completed more quickly by pre-empting lower priority virtual channels.

2.4 Physical

Backplane adapter: A module which is added onto a backplane to improve its connectivity characteristics. 
In a VMEbus chassis this plugs onto the DIN connector posts which extend through to the back of the 
backplane. User defined signals on the DIN connector posts are used to connect to the boards plugged 
into the chassis. The backplane adapter may consist of several parts, one or more active logic boards 
which may plug into interposer boards.

Interposer: A part of the backplane adapter which plugs onto the DIN connector posts which extend 
through to the back of the backplane. It is used to interpose between the high insertion force DIN connec-
tor posts and the low insertion force connectors of the active logic part of the backplane adapter.

RACEway Interlink module: The backplane adapter which holds the RACEway Interlink logic.
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3 Overview

3.1 Characteristics

3.1.1 VMEbus compatibility

RACEway Interlink is compatible with VMEbus and most VME extensions since it uses the user defined 
pins on rows A, C, D and Z of the P2 connector. It coexists with VMEbus operations, requiring no VMEbus 
signals or extra slots. It also coexists with existing VME boards which do not use rows A and C (or D or Z) 
of P2. RACEway Interlink also uses the power and ground pins of row B of the P2 connector. The signal 
assignments for row B of the P2 connector are specified in Chapter 7 of the VME64 specification [4].

3.1.2 Interconnectivity

RACEway Interlink provides full interconnectivity, being scalable from two slots up to the size of a VMEbus 
chassis, with any slot able to read or write to any other slot. Bandwidth scales with the number of slots, with 
four slots supporting up to four simultaneous full speed transfers and twenty slots supporting up to twenty 
simultaneous full speed transfers. The data link and physical layers have very low overhead, allowing very 
fast switching for low latency. Broadcast support is also provided, where one slot is able to write to all other 
slots or to only a selectable subset of slots.

3.1.3 Transaction size

RACEway Interlink is optimized for block transfers of eight byte data words, and also provides for single 
transfers of one, two or four byte units of data. It uses a compelled data transfer protocol, and is able to 
burst blocks of data by pipelining the control signals. Transactions have a maximum block size of 2048 
bytes.

3.1.4 Resource Contention

RACEway Interlink transactions have either default or assigned priorities to control contention for routing 
resources. The hardware automatically suspends and resumes lower priority transactions to allow for the 
predictable delivery of real-time data. Atomic operations are also supported. RACEway configurations with 
redundant routing resources may have limited adaptive routing capability to automatically use an alternate 
route if the primary route is busy. Split read support is also provided to read from long latency devices with-
out tying up routing resources. Atomic operation is limited during split read operations. 

3.1.5 Physical

RACEway Interlink uses point-to-point, impedance matched, terminated signals to provide robust opera-
tion with excellent noise immunity. The Interlink module may fit over 4 slot wide interposers (similar to VSB 
connectors) for ease of insertion. This works with 6U and 9U boards in 6U and 9U chassis.

3.2 Fundamental concepts

3.2.1 Crossbar network

The RACEway Interlink architecture uses an innovative and powerful crossbar switch chip as its building 
block. The RACEway crossbar chips are able to gluelessly combine into a crossbar network which is much 
more scalable and efficient than a centralized crossbar switch. Transactions find their way through the 
crossbar network based on routing information contained in a transaction header. This is somewhat analo-
gous to the way a telephone call is made, with the routing information equivalent to a telephone number.

3.2.2 Routing

A user defined RACEway master interface adds a header to the beginning of each transaction.The header 
contains routing information which lists a series of directions to the crossbar chips through which the con-
nection is to be made. Typically, a system address is translated using mapping registers into a pre-calcu-
lated route and address which are put into the transaction header. The route is used to connect to the 
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Figure 8 - Routing example
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destination(s.) The address is used at the destination(s.) A RACEway interface capable of being a master 
of a transaction should be able to be configured to support all systems in which it may be used (similar to a 
master supporting geographic addressing.) This is usually provided by using address mapping registers 
which are able to be configured by software.

As the route traverses each crossbar, the crossbar logic shifts the route information to expose the direc-
tions to be used in navigating through the next crossbar. Figure 8 shows an example of this. Note that the 
bits used to backfill the shifted route are undefined, and depend on the implementation. Note further that 
since each crossbar shifts off the used route bits, future crossbar implementations may use four or more 
bits of route information and then shift them off. Thus future implementations are not limited to three bit 
route fields or six port crossbars. These future crossbar implementations can be made backward compati-
ble with master interfaces which have route fields which are able to be configured by software. The slave 
interfaces do not see the Route information, and so could also be compatible with these future crossbar 
implementations. Note that inter-operability between current and future crossbar implementations would 
be constrained.

The circuit through the crossbar network is held open for the transaction behind the header. When the 
route and address reach the slave node, the slave acknowledges the connection, and a circuit through the 
crossbar network is established. The master node is then able to write or read data through the established 
circuit. 

At the destination, the remaining bits of the Route/Address field of the routing information may be used by 
the slave as high order address bits. These bits are left justified in the route word due to the way the routes 
get shifted left at every crossbar.

In order to prevent starvation or deadlock situations, the master shall terminate the transaction when it is 
complete, it reaches a 2KByte address boundary, or it is killed. When the transaction is terminated, all of 
the crossbar resources in the path are released for other transactions. In the case of reaching a 2KByte 
address boundary or being killed, the master then shall start a new transaction using the next sequential 
address.

3.2.3 Handshaking

After the route and address reach the destination, the slave responds with a signal to inform the master to 
start writing or reading data. The master is able to read or write from one byte up to 2048 bytes per trans-
action, with a maximum of 4 bytes transferred every cycle. 

RACEway Interlink uses a compelled protocol, so it is possible to throttle back transactions to only transfer 
data as it becomes available or when it can be accepted. Thus the slave is able to control the data flow with 
handshaking signals. A slave should be able to receive write data or source read data at 80 MBytes per 
second or greater. Likewise, the master does not have to write or read data every cycle, but is able to con-
trol the data flow with handshaking signals. A master which is unable to complete a transaction within 
twenty-five microseconds should suspend its transaction at twenty-five microseconds or less so that sys-
tem resources are fairly utilized, and slave nodes are not needlessly locked up. Thus a master should 
either be able to maintain a throughput of 80 MBytes per second, or should transfer less than 2048 bytes 
per transaction.

The control (and data) signals have weak pull-ups on them, so unconnected crossbar ports appear to 
return the proper handshaking signals. This allows broadcast writes to complete when unused ports are 
included in the broadcast code. It also allows reads to unused ports to return an error (the ERR signal is 
active high) so that the configuration software may probe to see which ports are connected. A side effect of 
this, however, is that faulty writes to unused ports complete without returning an error.
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3.2.4 Configuration

Nodes on a RACEway network are typically configured using route tables. Initialization software running on 
a host can use these to set up mapping registers in each master node. These mapping registers allow the 
hardware to translate address ranges into Route words and Address words. Future extensions are planned 
to incorporate CSR registers for automatic configuration.

3.2.5 Latency

The start up latency of a transaction is implementation specific. Typically, routing of a path may take 3*X 
cycles of latency through X crossbars. The acknowledgment back may take X cycles. It may also take a few 
cycles at the master and slave to respond to the signals. The setup of the connection through the crossbar 
network is therefore typically 4X+4 cycles for a route through X crossbars. At 40 MHz this is 400 nanosec-
onds (ns) for a twenty slot configuration which uses three crossbar hops to reach the furthest slot.

Once the route is established, data traversing the connection may take X cycles of latency through X 
crossbars. After that, four bytes can be transferred every cycle. Thus, a typical minimum write latency for a 
slave to get the first eight bytes of data is 5*X+6 cycles. This works out to 525ns for a twenty slot configura-
tion which uses three crossbar hops to reach the furthest slot.

For efficiency, a master should transfer blocks of data whenever possible. This amortizes the routing time 
overhead across the number of items transferred. This allows a master to acquire a path, use it intensively 
for a short while, and then release the path for use by other devices.

3.2.6 Priorities and Kill requests

Even after paths are established through a crossbar, a high priority message can successfully acquire a 
port presently in use by a lower priority message. The sender of the lower priority message is killed (trans-
parently to software running on the sender); the high priority message is routed and sent; and then the 
lower priority sender’s path is automatically re-established, and transmission resumes (again, transpar-
ently to software running on the sender).

3.2.7 Adaptive routing

Special route codes are provided to allow a crossbar to dynamically find an open path through the crossbar 
network. This is a limited (constrained) capability targeted at larger crossbar networks which have redun-
dant routing resources. See Section 4.3 for more information.

3.2.8 Locked operations

The lock capability is essential in certain multicomputer synchronization operations. Locked (“atomic”) 
accesses are needed to implement resource sharing and processor synchronization primitives, such as 
semaphores. The Lock Flag informs the slave that the transaction is an atomic read-modify-write opera-
tion. 

3.2.9 Split read transfers

A RACEway network may include slave devices such as serial links, which have a high data-access 
latency, or which transfer data slowly. The RACEway crossbar architecture provides a special split read 
capability to reduce the crossbar network traffic of such slow devices. The term “split read” comes from the 
fact that a slave splits the read into a request and a reply.

The split read capability allows a slave device to request a Return Route from the master. This suspends 
the master and then releases the crossbar connection between the master and the slave. When the slave 
is ready to respond, it sends the block of data back to the master using this Return Route. The number of 
outstanding split read requests is dependent on the implementation of the end points. Typically, end point 
implementations only allow one outstanding split read at a time.
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Split read capable slaves handle locked accesses by performing a test-and-set operation. This approach 
allows the atomic access to be concluded without waiting for the read data to return. This avoids tying up 
the crossbar path from the slave back to the master during the (possibly long) time from the master’s read 
request to the slave’s read data return.

3.2.10 Split write transfers

A master performing a RACEway write may need acknowledgement from the destination that the operation 
completed. For instance, this may be used to maintain strong ordering of transactions. A Split Write trans-
action returns a completion status to the master from the slave after the write completes. The term “split 
write” comes from the fact that a slave splits the operation into a write and a completion notification.

See Section 5.9.16 for more detail on Split Write transfers.
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4 A Data Link Layer specification

4.1 Transaction format

Tables 1 through 3 show the route, address, and data word formats. Table 4 gives the trade-off between 
address bits and route bits. 

With the maximum number of route bits being used, there are a total of 28 address bits (address word bits 
30:3 (Tables 3 and 17)). Bits 27:3 address an 8 byte quantity and 30:28 can be used to select bytes within 
that 8 byte quantity (see Section 4.6.)

In order to obtain the maximum number of address bits, six additional high order address bits may be 
placed in the route/address field of the route word. This reduces the route field to 21 bits in length. These 
high order address bits get shifted with the route bits and appear at the slave as the left-most bits of the 
route/address field. 

The master has the responsibility to properly set up the route and address fields to support the number of 
crossbar hops and the number of address bits for transactions with a given slave (see Section 4.7.)

A master shall kill and re-arbitrate transactions at 2K byte address boundaries, so there are no more than 
256 eight byte data words per transaction.This helps to ensure an equal sharing of the routing resources 
by equal priority transactions.    

Table 1 -  Transaction format

Start of transaction: ROUTE [31:0]

ADDRESS[31:0]

DATA 0[63:32]

DATA 0[31:0]

...

DATA n[63:32]

End of transaction: DATA n[31:0]

Table 2 -  Route word format

31                                                                                          5 4             3 2         1 0

Routes/ High Order Address Field
Broadcast 

Accept 
Code

Routing 
Priority

Broadcast/ 
Single 
Mode

Table 3 -  Address word format

31                      28 27                                                          3 2 1 0

Width/Alignment Address Reserved Read Flag Lock Flag

Table 4 -  Route/address space trade-offs

Base format Route Bits Address Space

Maximum Address space 21 234 bytes

Maximum Number of Route Bits: 27 228 bytes
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4.2 Extended route/address format

The purpose of this section is to reserve a header word for future extensions (see Section 5.9.17.) Tables 5 
through 8 show the route, extended route, address, and data word formats. The intent is that the master 
can put additional route bits or high-order address bits in the extended route word to perform transactions 
with a slave which need more than 27 bits of route and/or 34 bits of address. 

The extended route word shall use cycles not needed with the normal route and address format. These 
cycles are reserved (unused) at the slave interface to maintain their ability to inter-operate with this future 
addressing extension. Note that there will be constraints on this inter-operability.

Section 5.9.17 defines these (currently unused) cycles when the extended route/address word shall be 
driven by the master and received by the slave.

The extended route/address field shall be shifted into the low order bits of the route/address field as the 
route bits get shifted off at each crossbar, extending the route and address fields.

Table 9 gives a possible trade-off between address bits and route bits using the extended route word.     

Table 5 -  Extended transaction format

Start of transaction: ROUTE

Extended ROUTE (Optional)

ADDRESS

DATA 0[63:32]

DATA 0[31:0]

...

DATA n[63:32]

End of transaction: DATA n[31:0]

Table 6 -  Route word format

31                                                                                          5 4             3 2        1          0

Routes/ High Order Address Field
Broadcast 

Accept 
Code

Routing 
Priority

Broadcast/ 
Single 
Mode

Table 7 -  Optional additional extended route word format

31                                                                                                                                                0

Reserved

Table 8 -  Address word format

31                      28 27                                                          3 2 1          0

Width/Alignment Address Reserved Read Flag Lock Flag

Table 9 -  Possible extended route/address space trade-offs

Using Optional Route/Address Route Bits Address Space

Maximum Address space 21 264 bytes

Maximum Number of Route Bits 57 228 bytes
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4.3 Routing code/Broadcast Mode

Table 10 gives the route code format within the route word. Broadcast operations are performed when the 
Broadcast Flag (bit [0]) = 1. Single port routing is performed when the Broadcast Flag = 0.  

The crossbar routing codes specify the exit port(s) for each crossbar in the path. The codes are defined in 
Table 11. If the route word contains high order address bits then broadcast operations are only valid 
for slave destinations the same number of crossbar hops from the master. 

Table 10 -  Route word format - Route code

31 28 25 22 19 16 13 10 7 4             3 2        1 0

Route
0

Route 
1

Route
2

Route
3

Route
4

Route
5

Route
6

Route
7

Route
8

Broadcast 
Accept

Routing 
Priority

Broadcast
/ Single 

(or up to 6 addr bits) Code Mode

Table 11 -  Routing codes

Code Single mode exit port Broadcast mode exit port

7 A B, C, D if entered at A, else A*  

6 B A, C, D if entered at B, else B*

5 C A, B, D if entered at C, else C*

4 D A, B, C if entered at D, else D*

3 E E

2 F F

1 E first, adaptive route‡ A, B, C, D, E†

0 F first, adaptive route‡ A, B, C, D, F†

* If a broadcast message enters port A, B, C, or D and the single-port routing code matches the 
port ID, then the message exits through all other valid ports except E and F. Otherwise, the mes-
sage exits through the port defined by the single-port routing code. For example, if a message 
enters at port A with code 7, it exits through ports B, C, and D. If a message enters port B with 
code 7, it exits through port A. 
If a broadcast message enters ports E or F, it will exit a single port (A, B, C, or D) in response to 
routing codes 7, 6, 5 or 4, respectively. For example, if a message enters port E with code 7, it 
exits through port A. 

† For codes 1 and 0, broadcasts will exit all ports in the list except the port the message entered. A 
broadcast message entering either port E or F, going to A, B, C, and D, shall use codes 1 or 0, 
respectively. For example, a broadcast entering port F uses a route code of 0 to go to ports A, B, 
C, and D. A broadcast entering port F uses a route code of 1 to go to ports A, B, C, D and E, and a 
broadcast entering port A uses a route code of 1 to go to ports B, C, D and E.

‡ The adaptive route option only works with symmetric crossbar networks where the rest of the 
route fields will be valid no matter which of the two ports is taken. Adaptive routing is available 
when a crossbar is used in single port mode. In adaptive routing mode, the routing logic attempts 
to route through the assigned port (E or F). If that port is busy, the routing logic attempts to route 
through the other port. This process toggles between the two ports until arbitration succeeds.

C

D

EF

A

B
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4.4 Broadcast acceptance code

The route word of each broadcast transaction contains the broadcast acceptance code in bits [4:3], as 
shown in Table 12. Slaves may accept the arriving broadcast if the acceptance code matches the slave’s 
acceptance key. A master may use this mechanism to select different sub-populations of slaves for multi-
cast operation.

The slave shall respond to the broadcast transaction whether or not the acceptance code matches the key.

The two bit broadcast acceptance code gives up to four slave populations for multicast operation. Multicast 
operation may also be performed by using the broadcast route codes to route a broadcast to a subset of 
the nodes. A combination of the two methods may also be used.

When not in Broadcast mode, bit [4] is reserved and shall be set to 0. Bit [3] is used as the SPLIT mode 
flag. A master that supports Split Read and Write operations shall set bit [3] of the Route word to 1 when 
bit [0] =0. See Section 3.2.9 and Section 3.2.10 for more information on Split transaction capabilities. See 
Section 5.9.15 and Section 5.9.16 for more deatil on Split transactions.

Table 12 -  Route word format - Broadcast accept code

31 28 25 22 19 16 13 10 7 4             3 2        1 0

Route
0

Route 
1

Route
2

Route
3

Route
4

Route
5

Route
6

Route
7

Route
8

Broadcast 
Accept

Routing 
Priority

Broadcast/ 
Single 

(or up to 6 addr bits) Code Mode = 1

Table 13 -  Route word format - Split mode

31 28 25 22 19 16 13 10 7 4      3 2        1 0

Route
0

Route 
1

Route
2

Route
3

Route
4

Route
5

Route
6

Route
7

Route
8

Rsvd
=0

Split 
Mode

Routing 
Priority

Broadcast/ 
Single 

(or up to 6 addr bits) Mode = 0
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4.5 Routing priority code

The route word of each transaction contains the routing priority in bits [2:1], as shown in Table 14. Table 15 
defines those priorities. Higher priority messages take precedence over lower priority messages. The lower 
priority transaction will automatically be killed, the higher priority transaction will take place, and then the 
lower priority transaction will automatically start back up where it left off.   

Priority operation:

RACEway uses distributed arbitration instead of centralized arbitration. Each crossbar uses transaction pri-
orities to resolve contention and schedule transactions. This distributed arbitration ensures deadlock and 
starvation free performance, while providing real-time responsiveness to transactions which need it.

When a RACEway crossbar detects that a higher priority transaction wants a port already in use by a lower 
priority transaction, it sends a Kill request to the master of the lower priority transaction. 

The master receiving the Kill request shall complete any outstanding operations and terminate its current 
transaction. For example, it shall wait for any read data already requested to return before terminating its 
transaction.

The master shall then continue operation by starting a new transaction using the next sequential address 
from where it was suspended. This new transaction shall be initiated at least four cycles after terminating 
the previous transaction.

This new transaction will propagate forward until blocked by a higher priority transaction. It then waits at 
that crossbar for the higher priority transaction to terminate. When the higher priority transaction termi-
nates, then the lower priority transaction continues traversing the crossbar network.

Transaction priority at a RACEway crossbar is established in two ways. The route priority is designated in 
the transaction header by the two bit priority field in the route word. The port priority is determined by which 
port the transaction arrives at the crossbar. Crossbar ports are designated alphabetically, where port A has 
the lowest priority, and the highest alphabetical port has the highest priority. (This is port F in a six port 
implementation.) 

A transaction shall be killed when it uses a port needed by a higher route priority transaction.

Table 14 -  Route word format - Routing priority code

31 28 25 22 19 16 13 10 7 4            3 2        1 0

Route
0

Route 
1

Route
2

Route
3

Route
4

Route
5

Route
6

Route
7

Route
8

Broadcast 
Accept

Routing 
Priority

Broadcast/ 
Single 

(or up to 6 addr bits) Code Mode

Table 15 -  Transaction priority code

Priority Code Priority Level

Bit 2 Bit 1

0 0 0 (lowest)

0 1 1

1 0 2 (highest)

1 1 3 (reserved)
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A transaction may be killed in the following cases for efficient arbitration:

 1. it is blocked waiting for another port, so a new transaction at the same route priority (coming in 
on any other port of the same crossbar) that needs the blocked transaction’s input port takes 
precedence.

 2. it uses a port needed by a transaction entering the crossbar at either of the two highest priority 
input ports (ports E and F in a six port implementation) with the same route priority.

 3. it is routed out either of the two highest priority ports (E or F in a six port implementation) and 
hasn’t received an acknowledge back from the slave indicating that the circuit is connected (so it 
probably is blocked), and a new transaction at the same route priority wants its input port.

There is also a default priority for tie breaking when requests come into a crossbar on the same cycle and 
at the same route priority. The higher port priority wins (i.e. port D will win over port C).

When two or more transactions of equal route priority (and not coming in either of the two highest priority 
ports) are blocked waiting for the same exit port, then the port which was waiting longest shall win. The los-
ing transaction shall continue to wait for its turn. This ensures a round-robin fairness among transactions of 
equal route priority.

Additional priority rules may be implemented to provide efficient arbitration.
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4.6 Transfer width and alignment specification

The width/alignment bits use the address word bits [31:28] as shown in Table 16. Table 17 defines the 
function of the width/alignment bits.

The data path on each port of the RACEway crossbar chip is conceptually 8 bytes wide. The crossbar data 
path is physically 4 bytes wide, with crossbar logic automatically transferring 8 byte quantities over two 
consecutive cycles. This double cycling is transparent to software running on the master. 

A RACEway slot may use the crossbar to access data that is 1 byte, 2 bytes, 4 bytes or 8 bytes wide. In 
addition, most alignments of 1-byte, 2-byte and 4-byte data are supported. The data-format information 
resides in the address word. Block mode operation may only be supported for 8 byte words.    

Table 16 -  Address word format - Transfer width/alignment

31                      28 27                                                          3 2 1          0

Width/Alignment Address Reserved Read Flag Lock Flag

Table 17 -  Data width and alignment code

Width Alignment Byte Enables Width/Align Bits

(Bytes)
63:56
B7 B6 B5 B4 B3 B2 B1

7:0
B0 31 30 29 28

1 B7 l 0 0 0 0

1 B6 l 0 0 0 1

1 B5 l 0 0 1 0

1 B4 l 0 0 1 1

1 B3 l 0 1 0 0

1 B2 l 0 1 0 1

1 B1 l 0 1 1 0

1 B0 l 0 1 1 1

2 B7:B6 l l 1 0 0 0

2 B5:B4 l l 1 0 1 0

2 B3:B2 l l 1 1 0 0

2 B1:B0 l l 1 1 1 0

4 B7:B4 l l l l 1 0 0 1

4 B3:B0 l l l l 1 1 0 1

8 B7:B0 l l l l l l l l 1 0 1 1
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4.7 Address

Six high order address bits may be located within the route word as shown in Table 18. The exact location 
within bits [31:5] where these address bits start out depends on how many crossbars the packet is going to 
traverse. The remaining address bits are in the address word at bits [27:3] and [31:28], as shown in Table 
19. 

RACEway route/address header words contain up to a 31-bit address, which (together with the width and 
alignment information) provides a 34-bit address to be used by the slave device. This gives a master 
access to up to 16 GBytes of slave address space. 

The master shall put the high-order address bits in the route/address field for transactions with slaves 
which use more than 28 bits of addressing. 

The master shall place the address bits left justified next to the last route bits which are needed to traverse 
the crossbars between the master and the slave. Figure 8 shows an example of this. 

A slave which uses more than 28 bits of addressing shall be able to get its high order address bits from bits 
31:26 of the route/address field (see Section 5.9.2 for a description of when the route word is valid at the 
slave.)

Use of the high order address bits in the ROUTE word shall be constrained to ensure that an equal number 
of hops is taken between the master and slave(s) when using broadcast or adaptive routing.  

4.8 Reserved field

Table 21 gives the location of the Reserved field within the address word. Bit [2] is reserved and shall be 
set to 0.

Table 18 -  Route word format - High order address bits

31                                                                                          5 4             3 2         1          0

Routes/ High Order Address Field
Broadcast 

Accept 
Code

Routing 
Priority

Broadcast/ 
Single 
Mode

Table 19 -  Address word format - Address bits

31                      28 27                                                          3        2         1          0

Width/Alignment Address Reserved Read Flag Lock Flag

Table 20 -  Address word format - Reserved field

31                      28 27                                                          3        2         1          0

Width/Alignment Address Reserved Read Flag Lock Flag
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4.9 Reads

The Read Flag uses address word bit [1] as shown in Table 21. 

Reads, read-modified-writes, and split read operations shall set the Read Flag to 1. 

Writes and broadcast operations shall set the Read Flag to 0. 

4.10 Locked transfers

The Lock Flag uses address word [0], as shown in Table 22. 

Locked operations shall be performed when the Lock Flag = 0. A master shall perform a locked read-mod-
ify-write operations for one word of 8 or less bytes.

A crossbar may try to suspend a locked operation, but the master shall ignore the Kill request until the 
locked transaction is complete. 

Table 21 -  Address word format - Read Flag

31                      28 27                                                          3        2         1          0

Width/Alignment Address Reserved Read Flag Lock Flag

Table 22 -  Address word format - Lock Flag

31                      28 27                                                          3        2         1          0

Width/Alignment Address Reserved Read Flag Lock Flag
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5 Physical layer specification

5.1 Interface

This section contains a detailed description of how the physical interface layer RACEway Interlink oper-
ates. 

A RACEway board has a connector and signalling protocol which permit it to interface with one of the ports 
of a RACEway Crossbar chip on a RACEway Interlink module via the P2 connector of the VMEbus. (The 
RACEway Crossbar chip is the building block which interconnects (gluelessly) to create the crossbar net-
work.) Each interface has 32 data lines and 8 control lines. Several different controls are multiplexed over 
the control lines. These control the establishment of a route and the transfer of data along the route. The 
interface between RACEway Crossbar chips is the same as the interface between a Crossbar chip and a 
RACEway board.

While the signals are all synchronous, the higher level transaction protocol is asynchronous. Master and 
slave ports interact through handshaking signals for compelled data transfers.

The following pages will describe what the control signals are and how they are used for write and read 
transactions over the crossbar network.

5.2 Connections

Figure 9 shows how a board connects to the RACEway Interlink module through the P2 connector.  

 

Figure 9 - P2 Interface Connections
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5.3 P2 Pinout

RACEway Interlink uses the user-defined pins of the P2 connector, along with the power and ground pins 
in row B. Rows A and C are used for one Interlink connection; rows Z and D of the 160 pin connector are 
used for the second Interlink connection. Table 23 shows the P2 pin assignments. XB1_ indicates a signal 
connected to the first Interlink’s crossbar; XB2_ indicates a connection to the second Interlink’s crossbar.

Table 23 -  P2 pin assignments

Pin Signal Pin Signal Pin Signal* Pin Signal Pin Signal

z1 XB2_RPLYIO A1 XCLKI B1 +5 Volts C1 XRESETIO* D1 XB2_IO00

z2 GND A2 GND B2 GND C2 Reserved D2 GND

z3 XB2_REQI A3 XB1_IO09 B3 C3 XSYNCI* D3 XB2_IO01

z4 GND A4 XB1_IO08 B4 C4 GND D4 XB2_IO02

z5 XB2_REQO A5 GND B5 C5 XB1_IO07 D5 GND

z6 GND A6 XB_1IO06 B6 C6 GND D6 XB2_IO03

z7 XB2_RDCON A7 GND B7 C7 XB1_IO11 D7 XB2_IO04

z8 GND A8 XB1_IO10 B8 C8 GND D8 XB2_IO05

z9 XB2_STRBIO A9 XB1_IO04 B9 C9 XB1_STRBIO D9 GND

z10 GND A10 GND B10 C10 XB1_RPLYIO D10 XB2_IO06

z11 XB2_IO21 A11 XB1_IO05 B11 C11 GND D11 XB2_IO07

z12 GND A12 XB1_IO03 B12 GND C12 XB1_REQI D12 GND

z13 XB2_IO22 A13 GND B13 +5 Volts C13 XB1_REQO D13 XB2_IO08

z14 GND A14 XB1_RDCON B14 C14 GND D14 XB2_IO09

z15 XB2_IO23 A15 Reserved B15 C15 XB1_IO02 D15 XB2_IO10

z16 GND A16 GND B16 C16 XB1_IO01 D16 GND

z17 XB2_IO24 A17 XB1_IO00 B17 C17 GND D17 XB2_IO11

z18 GND A18 XB1_IO15 B18 C18 XB1_IO12 D18 XB2_IO12

z19 XB2_IO25 A19 GND B19 C19 XB1_IO25 D19 GND

z20 GND A20 XB1_IO24 B20 C20 GND D20 XB2_IO13

z21 XB2_IO26 A21 XB1_IO31 B21 C21 XB1_IO29 D21 XB2_IO14

z22 GND A22 GND B22 GND C22 XB1_IO30 D22 GND

z23 XB2_IO27 A23 XB1_IO28 B23 C23 GND D23 XB2_IO15

z24 GND A24 XB1_IO27 B24 C24 XB1_IO26 D24 XB2_IO16

z25 XB2_IO28 A25 GND B25 C25 XB1_IO23 D25 GND

z26 GND A26 XB1_IO22 B26 C26 GND D26 XB2_IO17

z27 XB2_IO29 A27 XB1_IO20 B27 C27 XB1_IO19 D27 XB2_IO18

z28 GND A28 GND B28 C28 XB1_IO21 D28 GND

z29 XB2_IO30 A29 XB1_IO18 B29 C29 GND D29 XB2_IO19

z30 GND A30 XB1_IO17 B30 C30 XB1_IO16 D30 XB2_IO20

z31 XB2_IO31 A31 GND B31 GND C31 XB1_IO14 D31

z32 GND A32 XB1_IO13 B32 +5 Volts C32 GND D32

* * * The signal assignments for row B are specified in Chap-
ter 7 of the VME64 specification [4].
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5.4 Master interface signals to the RACEway crossbar network

Tables 24 and 25 give the RACEway control signals sent and received by the master. 

 † is used in place of XB1_ or XB2_, as appropriate.

Table 24 -  Control signals sent by the master

Symbol Pin Name and Function

ASTROBE †STRBIO AStrobe is sent by the master during φ1 (after asserting Request Out) to 
indicate that a transfer is occurring.

DATA[31:0] †IO[31:0] DATA[31:0] carries the Route, Address, and Write Data between the 
master and the slave.

DSTROBE STRBIO Data Strobe is sent by the master during φ0 (after receiving DSEN) to 
indicate that Data is being driven on DATA[31:0] for a Write or to request 
Data from the slave during a Read.

REQO †REQO Request Out is asserted by a master during φ0 to get control of 
DATA[31:0], it then stays asserted as long as the master is in control. It 
shall only be asserted if Request In was inactive coincident with the pre-
vious φ1 control phase.

RESET XRESETIO* RESET is asserted to clear and initialize the RACEway crossbar net-
work. It is an open collector signal.

Table 25 -  Control signals received by the master

Symbol Pin Name and Function

φ0 XCLKI,
XSYNCI*

Control Phase 0 is a time period synchronized by the XSYNCI* control.

φ1 XCLKI,
XSYNCI*

Control Phase 1 is the opposite sense of φ0.

CHANGE 
TO 
ADDRESS

†RPLYIO Change to Address is received coincident with φ0 (after raising Request 
Out) to indicate that the slave is ready to receive the Address. 

DATA[31:0] †IO[31:0] DATA[31:0] carries Read Data between the slave and the master.

DSEN †RPLYIO Data Strobe ENable is received coincident with φ1 (after raising Request 
Out) to indicate that the slave is ready to receive Data. One DSEN pulse is 
sent for every 64 bits of Data the slave node is able to receive.

ERR †RDCON Error is received coincident with φ1 for a Read operation after the last 
READ READY to indicate that a Read error occurred.

KILL †REQI KILL is received by a master coincident with φ1, while it is asserting 
Request Out. The master shall then stop its transaction and drop Request 
Out.

RDCON* †RDCON RDCON* is received coincident with φ0 to tell the master to get off 
DATA[31:0] for 2 cycles.

READ 
READY

†RPLYIO Read Ready is received coincident with φ0 for a Read operation to indi-
cate that the slave is driving Data on DATA[31:0]. 

SPLIT †RPLYIO Split is received coincident with φ0 (after Change To Address and before 
DSEN) to indicate that the slave is splitting the Read and is ready to 
receive the Return Route.
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5.5 Slave interface signals to the RACEway crossbar network

Tables 26 and 27 give the RACEway control signals sent and received by the slave. 

† is used inplace of either XB1_ or XB2_, as appropriate.

Table 26 -  Control signals sent by the slave

Symbol Pin Name and Function

CHANGE 
TO 
ADDRESS

†RPLYIO Change to Address is sent by the slave coincident with φ1 (after receiv-
ing Request In) to indicate that it is ready to receive the Address. 

DATA[31:0] †IO[31:0] DATA[31:0] carries Read Data between the slave and the master.

DSEN †RPLYIO Data Strobe ENable is sent by the slave coincident with φ0 (after receiv-
ing Request In) to indicate that it is ready to receive Data. One DSEN 
pulse is sent for every 64 bits of Data the slave node is able to receive.

ERR †RDCON Error is sent by the slave coincident with φ0 for a Read operation after the 
last DSEN to indicate that a Read error occurred.

RDCON* †RDCON RDCON* is sent by the slave coincident with φ1 (after receiving an 
Address with the Read bit on) to tell the master to get off DATA[31:0] for 2 
cycles.

READ 
READY

†RPLYIO Read Ready is sent by the slave coincident with φ1 for a Read operation 
to indicate that it is driving Data on DATA[31:0]. 

SPLIT †RPLYIO Split is sent coincident with φ1 (after sending Change To Address and 
before sending DSEN) to indicate that the slave is splitting the Read and 
is ready to receive the Return Route.

Table 27 -  Control signals received by the slave

Symbol Pin Name and Function

φ0 XCLKI,
XSYNCI*

Control Phase 0 is a time period synchronized by the XSYNCI* control.

φ1 XCLKI,
XSYNCI*

Control Phase 1 is the opposite sense of φ0.

ASTROBE †STRBIO AStrobe is received by the slave coincident with φ0 (after receiving the 
Route) to indicate that a transfer is occurring.

DATA[31:0] †IO[31:0] DATA[31:0] carries Write Data between the master and the slave.

DSTROBE †STRBIO Data Strobe is received by the slave coincident with φ1 (after sending 
DSEN) to indicate that valid data is coming on DATA[31:0] for a Write. 
The number of DSTROBEs received will not exceed the number of 
DSEN pulses sent. For a Read operation it is received to request 64 bits 
of data.

REQI †REQI Request In is received by a slave coincident with φ1 when the master is 
taking control of DATA[31:0].

RESET XRESETIO* RESET is received to clear and initialize the internal logic of the slave.
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5.6 Signal characteristics

Annex A details the RACEway Crossbar signal characteristics.

RACEway Interfaces shall inter-operate with TTL logic levels. (Note that the requirements for VIH for the 
data and control signals are slightly more restricted than the normal TTL VIH. However, the input buffers 
are very high impedance, so the VIH is specified with current < 1 mA.) (The clock operates at TTL logic lev-
els.)

5.7 Signal notation

Figure 10 shows the timing notation used in the following sections.  

Note that signals may be described in one of two ways, depending on the reference point. The timing dia-
grams should be viewed as the authority; textual comments may either refer to a signal which is received 
or asserted, which does not imply received by a clocked register, or to a signal which is sampled or 
clocked, which does imply the use of a register or equivalent device. The diagrams should remove any con-
fusion as to which is implied.

 

Figure 10 - Timing notation
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5.8 Master/slave relationship  

RACEway interfaces behave identically, whether they are between a crossbar and an endpoint or between 
crossbars. A Master Initiator starts a transaction, with the connected crossbar acting like a slave. The mas-
ter - slave relationship is repeated through the crossbar network to the Slave Responder(s). The signals 
generally start at the endpoints and are relayed through the crossbar network using the same timing rela-
tionships as between the initiator and the first crossbar. Figure 11 shows this relationship.

Thus, almost all of the master signals are initiated by the Master Initiator, and propagated through the 
crossbar network. Almost all of the slave responses come from the Slave Responder(s), and are relayed 
back to the Master Initiator through the crossbars. Three exceptions are:

 1. Change To Address signal, which comes from each slave side along the route.

 2. Kill Request, which is also generated by crossbars.

 3. Shifted Route, which is generated by each master along the way. In the case of the RACEway 
crossbars the Shifted Route is a shifted version of the Shifted Route which this same crossbar 
just received from the previous master up the chain.

The crossbars distribute the signals to all of the specified ports for broadcasts. The crossbars also collect 
and coordinate the return responses for broadcasts.

The Master/slave relationship exists for the transaction life, and may be reversed for the next transaction. 
Controls are driven in one direction for the duration of the transaction, with DATA[31:0] able to be turned 
around during a transaction for Read and Read-Modify-Write operations. 

The master shall drive all its data control signals on the same cycle that it starts a transaction, and tri-state 
all of its data and controls on the same cycle it completes a transaction. 

The slave shall drive all of its control signals one cycle after becoming a slave, and shall tri-state its con-
trols one cycle after the transaction is complete.

Figure 11 - Master/slave relationship
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5.9 Timing

5.9.1 Clocks and control phases

Events in a RACEway crossbar network are synchronized by a global 40 MHz clock, and by a control 
phase signal derived from the 40 MHz clock. A clock line (XCLKI) and a phase sync line (XSYNCI*) are 
distributed from the RACEway Interlink to each slot.

During phase 0 (φ0), the control phase is sampled high; during phase 1 (φ1), the control phase is low (see 
Figure 12). Each phase of the control phase signal lasts for one cycle and is sampled on the rising edge of 
the clock. 

DATA[31:0] is clocked on the rising edge of the data clock (XCLKI). Data is always transferred over 
DATA[31:0] in 64 bit quantities, with bits [63:32] sent during one control phase and bits [31:00] sent during 
the following control phase. (Note that the width and alignment bits of the address field shall be used to 
select valid bytes of the 8 byte quantity.)

Each signal wire is able to carry two different control signals in the same direction, with the control phase 
used to differentiate between the two. Thus, control signals may have different meanings depending on 
whether they occur coincident with φ0 or φ1.

Two out of phase synchronization signals are distributed such that a board and the crossbar port it is con-
nected to on the Interlink module see opposite control phases. A board sees φ0 at the same time the con-
nected Interlink port sees φ1. Likewise, a board sees φ1 at the same time the connected Interlink port sees 
φ0. The synchronization signal supplied to the board by the RACEway Interlink interface is called XSYNCI*. 

Thus, controls which are initiated during one phase are always received during the opposite phase. For 
instance, REQO is asserted coincident with φ0, and is simultaneously received (at the REQI input) coinci-
dent with φ1 on the other side of the connection.

This is an important feature because it prevents control collisions between the board and the Interlink mod-
ule. For instance, requests to get control of DATA[31:0] (REQO) only occur coincident with φ0. Since the 
board sees φ0 at a different time than the Interlink, it is impossible for both to initiate a REQO and drive the 
Route information onto DATA[31:0] at the same time. Thus arbitration for control of the interface between a 
board and the Interlink becomes much easier because there are no ties and no collisions.

A crossbar shall receive the control phase opposite to all crossbars or slots to which it is connected. This is 
a minor restriction, but some topologies, such as crossbars connected in a triangle, are not allowed.

The controls (and data) are pipelined through one or more Crossbar chips on the RACEway interlink mod-
ule. The timing relations are repeated at each stage of the pipeline, traversing up to 9 crossbar chips. 

Note that while RACEway uses a global clock, it is not necessary to control clock skew across the entire 
system. The skew only needs to be controlled between adjacent crossbar chips. Aligning the clock propa-
gation topology to the crossbar interconnect topology simplifies the clock distribution requirements.  



34

ANSI/VITA 5.1-1999, RACEway Interlink

Figure 12 - Clocks and control phases
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5.9.2 Route phase: REQO, REQI, ROUTE, SHIFTED ROUTE

A master initiates a transaction by starting the Route Phase, where a path is established between the Mas-
ter Initiator and the Slave Responder(s). 

A master shall initiate a transaction by asserting REQO coincident with φ0 while driving the ROUTE word 
onto DATA[31:0] (see Figure 13). REQO is received at the REQI pin coincident with φ1 on the slave side of 
the interface (see Figure 14). Note that enabling and driving the data lines coincident with REQO may be 
difficult to do in FPGA technology, but it is possible.

REQO shall only be asserted if REQI was inactive during the previous control phase.

REQO (REQI at the slave) may deassert after two, four, six, or more cycles. Slave interfaces shall test 
REQI for this condition every other cycle to recognize when the transaction has been terminated.

REQO (REQI at the slave) may be deasserted before a DSTROBE (see Section 5.9.5) is asserted, result-
ing in a transaction where no data is transferred. This may occur if the transaction is killed, or if the master 
has a higherpriority task, such as refresh.

However, REQO shall remain asserted until any data transfers in progress complete. Thus, DSTROBE 
shall be inactive and all of the Read Data requested shall be received before a master deasserts REQO. 

REQO shall only deassert coincident with φ0.

Note that while the entire ROUTE word is driven onto the data bus, only the current route field and the pri-
ority and broadcast bits of the ROUTE word need to be used by the receiving crossbar chip to select and 
arbitrate for the output port of that crossbar to route the transaction through.

The SHIFTED ROUTE word consists of the entire route/address field of the ROUTE word shifted to the left 
three bits (for example, bits [28:5] are shifted to locations [31:8].) The new contents of bits [7:5] are unde-
fined and may change value. The contents of bits [4:0] of the ROUTE word are used unchanged as bits 
[4:0] of the SHIFTED ROUTE word.

Two cycles after raising REQO, the master shall drive the SHIFTED ROUTE on DATA[31:0]. 

The master shall drive the SHIFTED ROUTE on DATA[31:0] for an even number of cycles (at least two 
cycles) until the Address phase starts (see Section 5.9.3).

Note that the SHIFTED ROUTE is passed through by the receiving crossbar chip (at least three cycles 
after it received REQI) as the ROUTE word for the next Crossbar chip.

A Slave Responder may sample the 6 high order bits [31:26] of the ROUTE as high order address bits only 
coincident with φ1.

The Slave Responder should not use the SHIFTED ROUTE.   

5.9.3 Address phase: CHANGE TO ADDRESS

CHANGE TO ADDRESS and the ADDRESS word proceed through the crossbars behind the ROUTE and 
SHIFTED ROUTE words. A crossbar will signal CHANGE TO ADDRESS to indicate to the master side that 
the transaction has successfully traversed that crossbar. Transactions held pending waiting for an output 
port shall not return CHANGE TO ADDRESS, and the master side shall continue to drive the SHIFTED 
ROUTE on the data bus until receiving CHANGE TO ADDRESS.

The slave side of the interface shall drive REPLYIO low (from its inactive high-impedance state) coincident 
with φ0 one clock edge after sampling REQI active. 

The slave side shall assert CHANGE TO ADDRESS coincident with φ1 on the REPLYIO line when it is 
ready to receive the ADDRESS (see Figure 15).

The master side of the interface shall drive the ADDRESS word onto DATA[31:0] coincident with φ0 either 
two or four cycles after receiving CHANGE TO ADDRESS. 
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The master side shall stop driving the ADDRESS one cycle after asserting the first DSTROBE (see Sec-
tion 5.9.5).

The slave side of the interface may sample a valid ADDRESS begining with the fifth clock edge after 
asserting CHANGE TO ADDRESS,up to the same cycle DSTROBE is received (see Section 5.9.5).This 
freedom does not apply to broadcast transactions, where the address is only guaranteed valid on the same 
cycle DSTROBE is received.

The slave should sample the Address coincident with φ1. 

 

Figure 13 - REQO, Route, Shifted Route (as seen at master side initiator)

 

Figure 14 - REQI, Route, Shifted Route (as seen at slave responder)

Figure 15 - Change To Address (as seen at slave side)
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5.9.4 Data phase: DSEN

DSEN is used by the Slave Responder to give the Master Initiator permission to transfer or ask for data.

The slave shall assert DSEN on the REPLYIO line coincident with φ0 when it is able to receive a data word 
(8 bytes) during a write, or when it has a data word available during a Read (see Figure 16). The master 
shall receive DSENs coincident with φ1.

A slave may assert DSEN as early as three cycles after asserting CHANGE TO ADDRESS. At this point 
the slave doesn’t know whether the operation is a read or a write.

If the slave needs to know whether the operation is a read or write before responding with DSEN then it 
shall detect that a transaction is a broadcast or wait until the Address is valid (see Section 5.9.3).

The soonest a slave performing a Split Read (see Section 5.9.15) shall be able to start asserting DSEN is 
seven cycles after asserting CHANGE TO ADDRESS.

The number of data words the master shall write or read shall never exceed the number of DSENs the 
slave sends.

The slave may throttle the master by only sending DSENs when it is able to source (for a read) or sink (for 
a write) data. 

The slave shall not stop sending DSENs altogether, but shall continue sending DSENs (even if at a 
reduced rate) throughout the transaction to prevent the master from hanging waiting to transfer data.

A slave able to sink or source a continuous stream of data should generate DSENs every φ0. The master 
may or may not respond to every DSEN sent.

The slave shall be able to handle the number of DSTROBES (see Section 5.9.5) that come from the mas-
ter. For a Write, the slave shall be able to sink enough data to account for pipelined DSENs in the crossbar 
network. The fact that the DSENs get pipelined through the crossbar network on the way to the master 
means that there is a time lag between when the slave sends a DSEN and when the corresponding 
DSTROBE arrives (where each DSTROBE is for a read or write of an 8 byte word.) The way a slave han-
dles this control delay (which may be caused by as many as 19 crossbar hops) is implementation specific.

The slave may control the arrival rate of DSTROBES by:
- sending DSENs at a slow rate.
- waiting a set time between groups of DSENs.
- providing buffering to compensate for the time lag (which provides improved write performance.)
- some combination of these techniques.

For a Read, the slave shall be able to count DSTROBES if it can not source the data quickly enough to 
account for pipelined DSENs in the crossbar network. This means that for performance the slave may send 
DSENs before the slave has the Read data available. However, then the slave must use a counter to keep 
track of how much data the master requests as a result of the DSENs. 
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Figure 16 - DSEN (as seen at slave side)
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5.9.5 Data phase: ASTROBE and DSTROBE

The master asserts ASTROBE as an indicator to the slave that a transaction is still in progress.

The master shall assert ASTROBE coincident with φ1 starting one or three cycles after asserting REQO. 

ASTROBE shall be asserted every φ1 while a transaction is in progress (see Figure 17). 

ASTROBE shall be asserted at least once after the last DSTROBE of a Read operation.

When the transaction is complete, the master shall deassert ASTROBE at least one cycle before REQO 
deasserts. Note that some existing implementations do not deassert ASTROBE before REQO deasserts; it 
is recomended that, while Masters comply, Slaves should not depend on this behavior to detect end of 
transfer. Note further that, to ensure compatibility with future designs, it is recommended that designers 
use REQI and ASTROBE to detect the end of a transfer.

The slave may use the deassertion of ASTROBE during a Read to detect when the master is finished 
reading. Once ASTROBE is deasserted, it shall not be reasserted.

ASTROBE is not actually used to strobe the Address. See Section 5.9.3 for information as to when the 
Address should be sampled from DATA[31:0].

The master asserts DSTROBE to tell the slave that Write data is coming, or to request Read data.

The master may assert DSTROBE coincident with φ0 in response to receiving DSEN during φ1 one cycle 
earlier.

DSTROBE is used during Writes to indicate that [D63:D32] of a word will be driven on DATA[31:0] on the 
next cycle (φ1), and [D32:D00] of the word will be driven on DATA[31:0] during the cycle following (φ0). 

DSTROBE is used during Reads to request that the slave respond with data.

The number of DSTROBEs sent may be less than or equal to, but shall never exceed the number of 
DSENs received by the master. 

The master may hold off or throttle the rate at which the slave responds with Read Data by throttling 
DSTROBE.

During Reads, the slave shall respond with data for each DSTROBE received. The slave may still throttle 
returning the data using READ READYs (see Section 5.9.8). 
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Figure 17 - ASTROBE and DSTROBE (as seen at master side)
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5.9.6 Write transaction

The following sequence describes a typical write transaction from a master node to a slave node over sev-
eral crossbars (see Figure 18). 

The master node places the ROUTE word on DATA[31:0] while raising REQO. Coincident with the following 
φ0 cycle, the master node places the SHIFTED ROUTE word on DATA[31:0].

The ROUTE and SHIFTED ROUTE words propagate along with REQO to the destination slave node. If the 
route is blocked by a higher priority transaction along the path, then the transfer remains pending as far as 
it got until the route becomes free.

At each crossbar along the way the most significant bits of the route word are used to determine which port 
of the crossbar will be selected for output. The SHIFTED ROUTE received by the crossbar will become the 
ROUTE word transmitted to the next crossbar (or the Slave Responder). The SHIFTED ROUTE received 
by a crossbar is further shifted to become the SHIFTED ROUTE output for the next crossbar (or the slave 
responder).

Each successfully traversed crossbar (and the slave node) responds with a CHANGE TO ADDRESS tell-
ing the sender it is ready for the Address. A blocked crossbar doesn’t respond with a CHANGE TO 
ADDRESS, which holds up the transaction at that point. The ADDRESS word follows the ROUTE words 
through the crossbar network. For writes, the Read bit in the ADDRESS word is off.

When the REQO reaches the destination slave node (as REQI), a circuit through the crossbar network is 
established. The slave node then responds with DSEN, which propagates back to the master through the 
intervening crossbars. The slave should pump out DSENs every cycle if it is able to receive that many data 
words. Otherwise the slave may throttle back the Write transaction by only sending a DSEN when it can 
accept data. Note that the crossbar network can become a pipeline with several DSENs in the pipe before 
the master responds with data.

When the master receives a DSEN it asserts DSTROBE and then puts data on DATA[31:0] the next cycle. 
The data is sent in two 32 bit quantities on consecutive 40MHz clock cycles. The data propagates through 
the crossbar network to the destination slave node. If the DSENs are received every other clock cycle then 
data is written every clock without any idle cycles. 

When the master is done writing, it stops asserting DSTROBE, ASTROBE and sending data. Any DSENs 
still coming from the slave are ignored. The master then drops REQO. The dropped REQO propagates 
through the crossbar network behind the data, releasing the path through the crossbars behind the last 
data word.

Data transfers are automatically terminated (and then re-established) at 2KByte address boundaries by the 
master.

A higher priority transfer may come through the crossbar network and suspend another data transfer. The 
suspension is done gracefully, with the suspension request in the form of Kill request propagating from the 
point of suspension back to the master. When the master receives a Kill request, it stops writing data and 
drops its REQO This then propagates to the slave, releasing the crossbar port needed for the higher prior-
ity transaction. The original master attempts to reestablish its connection (after at least 3 cycles,) which is 
then reconnected up to the point where it was broken. As soon as the higher priority transaction is com-
pleted, the original connection is reestablished and the transfer continues where it left off. In order to do 
this, the master keeps a copy of the original route and uses an address counter to keep track of where the 
data transfer was suspended.
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Figure 18 - Write transaction
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5.9.7 Broadcast write transactions

Broadcast Write Transactions are identical to normal Write Transactions, with the only difference being that 
the Crossbar chips on the RACEway Interlink modules shall gather all of the responses (such as DSENs) 
from all of the ports selected before returning them to the master. This means that a crossbar waits until all 
of the ports have returned a DSEN before returning a corresponding DSEN. Thus, the broadcast does not 
proceed until all of the connections to the Slave Responders have been made.

Slaves shall respond to Broadcasts the same as with normal Write transactions, even if the BROADCAST 
ACCEPT CODE doesn’t match.

Nodes being Broadcast to shall have compatible characteristics so that the transactions proceed the same 
way for all of the paths used with a single Broadcast. This limitation means that nodes being broadcast to 
may receive data at the full transfer rate for the duration of the transfer (after returning the first DSEN.) 
Nodes unable to sink this continuous stream of data must behave as if the BROADCAST ACCEPT CODE 
does not match (see Section 4.4.) These nodes can still be written to individually.

Some topologies may have constraints on which nodes can be reached at the same time using a single 
Broadcast.

Broadcast Writes to unoccupied slots are allowed because the RPLYIO and RDCONIO control lines are 
terminated with a weak pull-up to a logic high inside the crossbars. (Note that this is not shown in the tim-
ing diagrams to clearly identify the high impedance states.) A Broadcast Write transaction to an unoccu-
pied port will therefore see all of the correct responses when the crossbar samples the RPLYIO line. This 
allows the Broadcast transaction to complete since it is not kept waiting for the unused port to respond. 
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5.9.8 Data phase during Reads: ASTROBE, DSTROBE and READ READY

During a Read, the slave node responds after REQI with DSEN, which propagates back to the master 
through the intervening crossbars. 

The master shall send a DSTROBE after receiving a DSEN, indicating that it wants to read a word of data 
(64 bits) from the slave.

The master should assert only one ASTROBE after its last DSTROBE.

When the slave is ready after sampling DSTROBE, it shall assert READ READY coincident with φ1 (see 
Figure 19.)

The slave side shall drive data on DATA[31:0] 2 and 3 clock cycles after asserting READ READY.

A slave may implement prefetching, and return more data than was requested with DSTROBEs. If the 
master is unable to sink this additional data then it shall not insert any idle cycles between DSTROBEs, but 
shall stop sending DSTROBE and then ASTROBE. It will then need to start a new transaction to read more 
data from the slave. Slaves which perform destructive reads, such as from a FIFO, do not implement 
prefetching. Slaves are not required to prefetch across a 2K boundary (although they may do so).

Masters may implement prefetching. If a slave does not wish to support this (eg. for register reads), it must 
still return as many RDYs as DSTROBES. A Master may stop sending DSTROBEs if (DSTROBE count >> 
RDY count) in order to allow the slave to catch up.

 

Figure 19 - ASTROBE, DSTROBE And READ READY (as seen at slave side)
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5.9.9 Data phase during Reads: RDCON* and ERR

READ CONTROL (RDCON*) shall be used to tri-state the master side’s DATA[31:0] drivers to always allow 
one idle cycle to turn around DATA[31:0]. 

RDCON* shall be asserted at least 2 clock cycles before, and on the same cycle as a READ READY (see 
Figure 20.)

The slave side shall tri-state its DATA[31:0] drivers 3 clock cycles after deasserting RDCON* (at least 5 
clock cycles after asserting the last READ READY).

The master side shall tri-state its DATA[31:0] drivers 2 cycles after seeing RDCON*, or earlier, to allow at 
least one idle cycle to turn around DATA[31:0]. 

The master side may drive DATA[31:0] 4 cycles after seeing RDCON* deasserted. 

During Reads, the master side may tri-state its DATA[31:0] drivers after asserting the first DSTROBE.

If an error occurred during the Read transaction, the slave shall assert ERR during φ0, three cycles follow-
ing the last READ READY it sends. Otherwise ERR shall be deasserted. 

ERR shall be asserted on a block basis rather than for each data word. Typical designs will assert RDCON 
(ERR) in φ0 coincident with the D64 which had the error. The RDCON signal will continue to be set in every 
subsequent φ0. This is necessary to support error signaling when a Slave is prefetching read data.

Reading from an unconnected slot will result in the Read completing with ERR asserted (due to an internal 
pull-up resistor on RDCONIO at the crossbar).This may be used as a probe for configuration information. 

Figure 20 - RDCON* and ERR (as seen at slave side)
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5.9.10 Read transaction

The following sequence describes a typical read transaction from a master node to a slave node over sev-
eral crossbars (see Figure 21.) 

The master node places the ROUTE word on DATA[31:0] while raising REQO. Coincident with the following 
φ0 cycle, the master node places the SHIFTED ROUTE word on DATA[31:0].

The ROUTE and SHIFTED ROUTE words propagate along with REQO to the destination slave node. If the 
route is blocked by a higher priority transaction along the path, then the transfer remains pending as far as 
it got until the route becomes free.

Each successfully traversed crossbar (and the slave node) responds with a CHANGE TO ADDRESS tell-
ing the sender it is ready for the Address. A blocked crossbar doesn’t respond with a CHANGE TO 
ADDRESS, which holds up the transaction at that point. The ADDRESS word follows the ROUTE words 
through the crossbar network. For reads, the Read bit in the ADDRESS word is on.

When the REQO reaches the destination slave node (as REQI), a circuit through the crossbar network is 
established. The slave node then responds with DSEN, which propagates back to the master through the 
intervening crossbars. The slave should generate a DSEN for every cycle if it is able to source that many 
data words. Otherwise the slave may throttle back the Read transaction by only sending a DSEN when it 
can source data. Note that the crossbar network can become a pipeline with several DSENs in the pipe 
before the master responds with a DSTROBE.

When the master receives a DSEN it asserts DSTROBE to request a word (8 bytes) of Read data. The 
master may ignore DSENs until it is ready to receive the data.

If the DSTROBEs are sent every other 40MHz cycle then data is returned every 40Mhz cycle without any 
idle cycles. Some slaves may perform read-prefetching, and stream data back before the master requests 
it. If the master is unable to accept this data stream, then it may deassert ASTROBE immediately after the 
last DSTROBE (where it would have inserted an idle cycle.) It shall not request any more data after 
ASTROBEs are deasserted.

The slave asserts RDCON* to ensure that the master stops driving the data bus. This allows at least one 
turn-around cycle before the slave drives the data back. The slave also asserts READ READY, followed by 
the data two and three cycles later.

The slave is able to notify the master that the read data contained an error by asserting ERR on the last 
cycle of the last data word. See Section 5.9.9.

When the master is done reading, it stops asserting DSTROBE, and then ASTROBE. Any DSENs still 
coming from the slave are ignored. The master drops REQO only after receiving the last data it requested. 
The dropped REQO propagates through the crossbar network, releasing the path through the crossbars.

Data transfers are automatically terminated (and then re-established) at 2KByte address boundaries by the 
master.

A higher priority transfer may come through the crossbar network and suspend another data transfer. The 
suspension is done gracefully, with the suspension request in the form of Kill request propagating from the 
point of suspension back to the master. When the master receives a Kill request, it stops requesting data, 
waits for the already requested data to return, and drops its REQO. This then propagates to the slave, 
releasing the crossbar port needed for the higher priority transaction. The original master attempts to rees-
tablish its connection (after at least 3 cycles,) which is reconnected up to the point where it was broken. As 
soon as the higher priority transaction is completed, the original connection is reestablished and the trans-
fer continues where it left off. In order to do this, the master keeps a copy of the original route and uses an 
address counter to keep track of where the data transfer was suspended.

Some high performance slaves may implement agressive pre-fetching, returning data as soon as DSEN is 
sent. This may be before the first DSTROBE is received.
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5.9.11 Read transaction

Figure 21 shows a typical read transaction from a master node to a slave node over one crossbar.



48

ANSI/VITA 5.1-1999, RACEway Interlink

5.9.12 Read-Modify-Write transaction

A Read-Modify-Write transaction consists of a read, followed by turning the data bus around once more 
and then a write (see Figure 21.) Only one 64 bit word is transferred in both directions.

The slave is informed that it is a read-modify-write operation by the Lock bit of the Address word.

RDCON* is used by the slave to control turning the data bus around.
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5.9.13 Read-Modify-Write transaction

Figure 21 shows a typical read-modify-write transaction from a master node to a slave node.
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5.9.14 Route phase: Kill Request

A crossbar shall assert REQO while REQI is active to request a KILL (see Figure 23). The KILL propa-
gates to the master, where the master shall gracefully give up control of the established Route. 

In order for a higher priority transaction to reverse the role between a master and a slave, the slave shall 
deassert KILL after the old master drops its REQO. After waiting two cycles the new master shall then 
assert REQO (REQI to the old master.) This must be done to end the KILL and start the new transaction. 
Figure 23 shows the signals from the old master’s (new slave’s) point of view.

The old master shall attempt to continue its original transaction where it left off when it is no longer a slave, 
or at least 4 cycles after deasserting REQO. If the new master (the one that generated the kill) does not 
assert REQO two cycles after deasserting it, the original master can again attempt to become master.

Slave devices shall only generate KILLs when they are able to guarantee initiating a transaction with a 
higher priority than the incoming transaction. This will prevent route thrashing, where two transactions 
spend all of their time killing each other rather than transferring data.

Figure 23 - KILL (as seen at master)
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5.9.15 Split Read

A slave may assert SPLIT READ after getting the ADDRESS but before the first DSEN to inform the mas-
ter that the read is being split. The master shall respond with the Return Route information (see Figure 24). 
See Section 3.2.9 for more information on Split Read capabilities.

In typical endpoint implementations, when the slave is ready, it shall write (2 minimum, 512 maximum - 
must not cross a 2 Kbyte boundary) words using the Return Route, with an ADDRESS of BFFF FFF9 hex. 
This is interpreted as the Split Read Return by the master.

This Write transaction performed for the Split Read Return is identical to a typical Write shown in Figure 
18.

Figure 24 - Split Read (as seen at slave side)
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5.9.16 Split Write

A slave may assert SPLIT WRITE after getting the ADDRESS but before the first DSEN to inform the mas-
ter that the write is being split. The master shall respond with the Return Route information (see Figure 24) 
before the data.

Masters and slaves are not required to support split write capability. A master shall only set bit [3] while bit 
[0] is reset in the Route (and Shifted Route) if it supports split writes. A slave shall only split a write transac-
tion if it supports SPLIT WRITEs and bit [3]=1 and bit[0]=0 of the Route word (or shifted Route). See  Sec-

tion 3.2.10 for more information on Split Write capabilities.

When the slave has completed its split write operation, it shall write a completion status word using the 
return Route with an ADDRESS of BFFF FFF9 hex. This is intrepreted as the Split Write Return by the 
master

The Write transaction performed for the Split Write Return is identical to a typical Write shown in Figure 18.

Figure 25 - Split Write (as seen at slave side)

Clock

Control Phase

REQI

DATA[31:0]

φ1 φ0 φ1 φ0 φ1 φ0 φ1 φ0 . . .

SPLITChange To Address DSEN DSEN

REPLYIO

DSEN DSEN

Return

STROBIO
DSTROBEASTROBE

SRRte Address



53

ANSI/VITA 5.1-1999, RACEway Interlink

5.9.17 Route Phase: REQO, REQI - Extended Route Option

An optional EXTENDED ROUTE word (32 bits) may be driven onto DATA[31:0] on the cycle following the 
ROUTE word.

The master shall then alternate driving the SHIFTED ROUTE and SHIFTED EXTENDED ROUTE words 
onto DATA[31:0] until the Address Phase (see Figure 26.) The format of the EXTENDED ROUTE word is 
reserved for future specification (see Section 4.2.) 

Figure 26 - Route, Extended Route, Shifted Route, Shifted Extended Route (as seen at master side)
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6 Mechanical specification

Backplanes conforming to the mechanical specification given in Chapter 7 of the VME64 specification [4] 
and IEEE 1101 mechanical specification [6], which are equipped with wire posts on rows A, C, and the 
power and ground pins on row B of the P2 connector are capable of supporting RACEway Interlink com-
patible products. 

Low insertion force may be achieved by using a two-level system. The first level is a four-slot “connector 
only” interposer board, which converts the high insertion force P2 connectors to low insertion force con-
nectors. This board is plugged into the P2 wire posts. The second level contains the RACEway Crossbar(s) 
and support logic. It mates to the low insertion force connectors on the interposer board.

Interposer boards with five row DIN connectors may be used for compatibility with chassis which have 160 
pin connectors with posts on all five rows.

Multiport Interlink Modules shall use interposers which have five row DIN connectors; these MLKs are 
compatible with backplanes meeting the VME64X specifications which are equipped with the wire-wrap 
tails on rows A, C, D and Z, and the power and ground pins of Row B of the P2 connector.



57

ANSI/VITA 5.1-1999, RACEway Interlink

 Annex A   Raceway Interlink Signal Characteristics (Informative)

Tables A.1 through A.3 detail the RACEway Crossbar signal characteristics:

Worst case commercial conditions: +70°C junction temperature and Vcc = 4.75V.

Typical power per crossbar ASIC: 1.25W

   

 Table A.1 -  Driver characteristics

Driver Spec Min. Typ. Max.

Z0 @ 2.5 V 50 Ω 70 Ω 90 Ω
VOH @ -2mA 3.0 V 4.5 V

VOL @ 4mA .2 V .4 V

 Table A.2 -  Receiver characteristics

Receiver Spec Min. Max.

Iil .2 mA

Cin 10 pF

VIL 1.4 V

VIH 2.1 V

VIH (Clock) 2.0 V

VIH (REQI) .7*Vcc

VIL (REQI) .3*Vcc

 Table A.3 -  Signal timing

AC Spec Min. Typ. Max.

Clock TCYCLE 24 ns 25ns 26 ns

Clock (TClhi) 10 ns 12.5ns 15 ns

Clock (TCllo) 10 ns 12.5ns 15 ns

Control Setup (TCS)* 7.5 ns

Control Hold (TCH)* 2 ns

Control Clk to Out (TCCO=TCZhl) 3 ns 6 ns 10.5 ns

Data Setup (TDS)* 5 ns

Data Hold (TDH)* 2 ns

Data Clk to Out (TDCO=TDZh) 3 ns 6 ns 10 ns

* Setup and Hold times include ±1ns skew at the clock input pins between 
the chips at the endpoints of a RACEway Interlink connection.
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 A.1 Signal timing notation

Figure A.1 shows the signal timing specified in Table A.3.  

Figure A.1 - Signal timing notation
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